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Executive summary 

In this deliverable the engAGE consortium presents the ethical guidelines to be applied in the project. 
These guidelines cover (a) the national guidelines that the partners are obliged to follow according to 
national rules and regulations, and (b) the European rules and regulations that follow from the AAL 
programme and from the European legislation for research ethics, privacy, and data protection.  

The ethical principles that were drafted in the project Description of Work (DoW) are collected and 
systematised in this deliverable.  

The data management plans of all partners are also presented. These plans cover both the end user 
partners’ both plans and those of the technical partners; all types of project partners have certain 
aspects of data management that must be considered along the project’s lifetime. 

Updates from v1.0 of this deliverable are that the Data Management plan for each partner is updated 
and included in the main body of the document, not in appendices as was the case for v1.0. In addition, 
a section about Data privacy and security in the IT solution is added main body of the document. 
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1 Introduction 

1.1 Scope and purpose of the deliverable 

This deliverable is an output from Work Package (WP) no. 2: End-user continuous involvement and 
co-creation (M1-M26) which has the objectives and partner effort described in Table 1 

Table 1: Description of work, objectives 

Participant nb. 5 6 2 1 4 3 

Participant short name HUG INRCA IRIS TUC KRD TLU 

Person-months per participant 21 7 7 5 4 4 

Objectives of the WP: focus is the involvement of end-users in all phases of system development 
and testing including the a) co-creation phase, b) system design, development and fine-tuning and 
c) provision of information for the development of dissemination and exploitation strategy. Ensure 
that Ethics by Individual is integrated in all tasks. 

More precisely, this deliverable has been created under Task 2.4, with the description of work as 
presented in Table 2. 

Table 2: Description of work, Task 2.4 

Task 2.4 Ethical standards and data management plan [Leader: KRD, Part: ALL, M1-M26] 

Ethical standards, in terms of fair treatment of participants, respect of human rights, accountability 
in research, data protection and security, anonymity, etc. will be taken under careful consideration 
to ensure compliance with European legislation & criteria. The ethical awareness, as well as the 
project practices, will be based on the AAL Guidelines, GDPR, national legislation, etc. Ethical and 
legal rules and regulations will be horizontally applied in all work packages, in co-creation, 
development, and test and evaluation activities of the project, as required by the framework of 
Ethics by Design, Ethics by Context, and Ethics by Individual. The consortium will apply best practices 
in data protection and privacy including advanced protection through data security, authentication 
processes, and encrypted data. Crucial disclaimers will be implemented in the final system 
operation. The task will lead to the release of D2.4 before users’ involvement with the engAGE 
platform. The ethical management activities will continue until the end of the trial’s activities. 

This WP defines the necessary ethical standards as laid out in the project DoW. We also present 
national ethical requirements and handling of these, as well as ethical approval procedures. For the 
data management plan, we present those pr. country or pr. partner, as appropriate. 

1.2 Goals, challenges, and target groups 

The ethical requirements of the engAGE project stem from the fundamental goal definition of the 
engAGE project: to combat and slow down cognitive decline progression, to enhance the intrinsic 
capacity of the users, and supporting the wellbeing of older persons with mild cognitive impairment 
(MCI). The engAGE solution provides among several other outputs ‘Coaching, cognitive stimulation 
and social interaction using social robots’. The interventions are targeting to delay the cognitive 
decline and improve the ability to carry out daily activities. The interventions will be done by 
leveraging on the social robot for engaging the older adults (and their caregivers) in theatre and 
storytelling by sharing narratives about lived events or by dialog and drama role paying. In addition, 
seniors with Pepper and MEMAS will be able to do other types of activities, such as cognitive games, 
memory games, etc. The social robots will be programmed as main intervention devices to provide 
cognitive stimulation through dialog, drama playing, storytelling, virtual coaching via reminders and 
step-by-step instructions, and social interaction with friends and family.  It will coach and support 
older adults in self-managing some of the daily living activities by providing reminders and detailed 
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step-by-step instructions, while at the same time it will facilitate social interaction with friends and 
family to achieve social-emotional goals.  

The intervention aspects of this provision underline the importance of a good ethical framework for 
the project’s user-centric activities. The activities engage the following main target groups: 

• People with MCI: theatre and storytelling, cognitive games and memory games improve the 
quality of life and well-being allowing them to preserve their identity, to reduce stresses, memory 
loss, or communication challenges. The social robot can be a great tool in engaging older adults in 
this kind of activity. It is always available and able to provide verbal clues or suggestions according 
to older adult's wishes, needs and memories.  Moreover, the social robots may coach the older 
adults to perform daily activities with greater independence (i.e., coaching stepwise prompting to 
complete activities in the home) and providing support to caregivers as well.  

• Family caregivers: caring for people with MCI put a significant burden on family caregivers. Having 
a social robot acting as a companion of older adults with MCI can reduce some of the anxieties, 
worries, and stress. The caregivers may personalise the content of robot interventions to the 
wishes and preferences of the older adults. Together with the older adults they can be involved 
with the robot in joyful and fun activities like drama playing, storytelling, etc.  

• Healthcare professionals or organisations: they need to keep track of older adult progress which 
is a difficult and time-consuming process due to the lack of objective monitoring of cognitive 
decline and wellbeing. Also, the social robot may ease and facilitate the follow-up on older adults 
by sending reminders and proposing timely supportive cognitive interventions. 
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2 engAGE main ethical cornerstones 

The ethical awareness, as well as the engAGE project practices, will be based on the AAL Guidelines 
[1]. Also, the project will follow EU and national requirements, recommendations and guidelines in 
ethics, privacy, and information security.  

The use of assistive technology for people with MCI poses several ethical concerns that will be carefully 
addressed in project implementation ethics by design, context and individual. Individuals and families 
who live with, or take care of such persons, must make many decisions throughout the disease, 
including decisions about treatment/therapy/ training, care, and autonomy, participation in society, 
etc. Similar decisions will also be part of the formal caregiving. Participation in research is yet another 
issue of ethical concerns. Some are directly related to the characteristics of the technology involved, 
some to issues of preferences and choices. In all matters concerning the contact with and involvement 
of older adults and their caregivers, ethics and information security will be strongly in focus, so that 
users can make such decisions with awareness.  

Ethical issues will be handled by 5 concrete approaches in engAGE: 

1. Creating the project's daily ethical guidelines (Code of Conduct) to be followed by all 
researchers and practitioners participating in the project. 

2. Applying for ethical approvals from national ethics boards and committees, per each 
participating country's research ethical regime, appropriate and necessary for the project's 
topic. 

3. Making all necessary self-declarations and the like, in each participating country vis-a-vis 
national rules and regulations for data security arrangements and that of handling person (-
al)/sensitive data, and privacy.  

4. Following relevant EU and national laws, data acts, and directives. 
5. Embedding organisational structures and procedures in the project for ethics management. 

2.1 Code of Conduct 

Daily ethical guidelines (Code of Conduct, CoC) will address the following issues of special relevance: 

• Information: Any information, requests, and interaction with the (potential) participants will 
be presented with respect, and in a way that the participant can understand. In addition, all 
participants will be able to contact the researchers at any time to ask for information and/or 
assistance, will be fully informed about the reasons why questionnaires are being 
administered and the purpose of the research, and will be updated on the progress of the 
project. 

• Willingness to participate: The engAGE project will bear in any dependencies or other relations 
between any parties that might influence the end-users feeling of willingness to participate 
(interviews, field studies, and user tests, etc.). 

• Principle of informed consent to elicit and store data – freely given, specific, and informed. See 
also Chapter 2.4. 

• Participants must be allowed to exit any project stage (such as focus group, experiment, test, 
or trial) at any time, without any obligation to explain their reasons. 

• Trust and comfort are key issues in home care. Possible conflicts or stressful relations between 
primary and secondary end-users (e.g., caregivers requiring monitoring/tracking, and the 
primary end-user refusing to be monitored) will not offer a fruitful or ethically acceptable 
point of departure for any test, trial, or pilot. 

• Clarification of who is to be the responsible organisation and what is the purpose of any data 
collection, especially who is the controller and processor of any personal data. 
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The CoC will be created in Task 3.1, Code of conduct, recruitment of end-users and test protocol and 
will be presented in deliverable D3.1 Code of conduct and evaluation protocol. The project's daily 
ethical guidelines are to be followed by all researchers and practitioners participating in the project 
will be defined. The recruitment process will be carried out based on defined eligibility criteria for 
participants conforming to the ethical procedures defined in Task 2.4. 
 

2.2 Ethical approvals and self-declarations 

2.2.1 Italy 

In Italy, this project needs to be approved by the Ethical Committee. In order to get the approval, the 
researchers involved in the project (Dr. Roberta Bevilacqua, Dr. Giulio Amabili, and Dr. Arianna 
Margaritini) have to submit a detailed protocol where we declare why the research project is carried 
out, who are the participants, how we recruit them, which data we ask and manage, what 
questionnaire are asked, what are the safety and security risks for all the people involved in the study, 
and other things too. Everything should be explained in detail. The Ethical Committee is specific for 
Science and Health related studies and interventions and meets monthly. Once the approval is 
achieved, the test activities must follow the guidelines declared in the approved protocol. 

2.2.2 Norway 

In Norway, this project sorts under the NENT The Norwegian National Committee for Research Ethics 
in Science and Technology. For the purposes of the engAGE project (development of technology), we 
do not have to apply for an ethical approval. Karde’s WP4 leader, Dr. Riitta Hellman has by The 
Norwegian Data Protection Authority been registered to be Karde’s privacy ombud. She has the 
competency and capacity to monitor and supervise all ethical aspects connected to the engAGE 
project’s Norwegian part. (Dr. Riitta Hellman’s registration letter is provided in Annex 2 – registration 
letter). 

2.2.3 Switzerland 

In Switzerland, HUG follows the guidelines presented in Annex 1. 

2.3 Informed consent 

The consortium will produce a detailed informed consent process that will include information such 
as:  

(a) the purpose of the procedures 
(b) the foreseeable risks and discomforts of the end-user 
(c) the benefits to the user 
(d) the confidentiality of data records 
(e) whom to contact for answers or information, etc. 
(f) the equipment, tablet and mobile router, requires electricity. Electricity cost will not be 

reimbursed. 

The informed consent will be signed by each participant of the user involvement or, in the case of 
cognitive impairment by the person authorised to do so. For persons unable to express valid consent, 
however, European Regulation 536/2014 identifies the legally designated representative (support 
administrator) as the person to be involved in the information process and from whom informed 
consent is to be collected. Again, however, the willingness of the person concerned to participate in 
the "dual consent" mode will be verified.It will contain a clause informing the user that he or she can 
quit cooperation at any time without any negative consequences. None of the project activities 
involving end-user participants constitute clinical research or medical intervention. Nevertheless, if 
required, the appropriate national Ethics Committees will be contacted before starting any activities 
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related to these studies. User tests and pilot trials will reveal the most important parameters 
concerning dignity. In all cases of fieldwork, the dignity and autonomy of participants will be upheld. 
By dignity, we mean the personal experience of confidentiality and personal comfort when using or 
being monitored by ICT. One part of the personal comfort is to use non-intrusive technology solutions, 
such as small sensors if these are wearable ones, not monitoring the private life through web cameras 
at all times of day, etc. 

2.4 Privacy, integrity and comfort 

One very important issue is that the privacy, integrity, and comfort of older adults are respected. 
Personal data will be collected and processed according to the provisions of the partners' national 
legislation, fulfilling the General Data Protection Regulation (GDPR) (EU) 2016/679 [2], which is a 
regulation in EU law on data protection and privacy for all individuals within the EU. The challenge in 
data privacy is to collect and analyse necessary data while protecting personal and identifiable 
information. The consortium will apply best practices in data protection and privacy including 
providing advanced protection through data security, authentication processes, and encrypted data. 
Moreover, the data will be fairly and lawfully processed, processed for limited purposes, adequate, 
relevant, and not excessive, accurate, not kept longer than necessary, processed following the 
person’s rights, secure, and not transferred without adequate protection. When required, approvals 
for the collection and processing of personal data by the National Data Protection authorities will be 
acquired. These data will be processed and analysed requiring authorisation by the end-user and/or 
caregivers. 

2.5 Safeguarding data confidentiality 

The overriding priority will be to safeguard seniors’ confidentiality and to ensure clearly defined 
processes for different uses of their involvement. engAGE will ensure that no identifiable information 
is made available without explicit consent. After that the consent has been obtained for the use of 
personal information, the use of that information, storage, access, and length of storage will form 
part of the information given to pilot participants before consent. Our approach to confidentiality is 
to protect the older adults’ information by building appropriate access rights, encryption, 
anonymisation, and provenance techniques into the core models of the engAGE system. During 
piloting, all personnel involved including system evaluators, service providers, etc., sign a confidenti-
ality agreement to maintain the privacy of involved older employees and their information. Where 
necessary, their information will be anonymised. 

2.6 Ethics procedure for the end-users leaving the pilot 

In cases where participants choose to withdraw from or leave during a pilot, the following will apply:  

1.  Participants collected personal information will be discarded and destroyed. 

2.  System or devices installed at their working site, if any, will be uninstalled and dismantled and 
their accommodation will be restored to the same state as before the installations. 

3.  Participants’ who stay until the end of the pilot or end of the project, their personal information 
will be deleted by the project completion and/or as specified in the consent form. Equally, they 
may choose to keep system installations or get them dismantled (if any).  

The Legal, Ethical, and Security Committee will ensure that all necessary local ethical approvals are 
obtained. Furthermore, the ethical board will provide advice and observe the ethical practices 
concerning the relationship between all end-user groups and the project, including caregivers. 

In particular, in Task 3.3 Validation of the second prototype in a proof-of-concept study the engAGE 
second prototype will be evaluated in three different test sites from NO (KARDE), IT (INRCA) and CH 
(HUG). During the field trials, a proof-of-concept study methodology will be used to explore the impact 
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and validity of the second and complete prototype. Ethics, usability, acceptance, and generally, several 
functional and non-functional system characteristics will be assessed. 

2.7 Drop-out, exit strategies and drop-out management  

All end-users will be informed about their right to exit the project at any time during the ongoing user 
evaluation field trials. They can be asked for the reason for exit, but it will be made clear that there is 
no obligation to answer. End-users will be interviewed about engAGE concerning its effectiveness, 
perceived usefulness, and user-friendliness but also about what kind of problems might arise, or which 
factors negatively affect the users' willingness to use the envisioned robot-driven services for cognitive 
state self-management, stimulation, and social interaction. Partners are aware of the high drop-out 
rates in research studies and have already provided for proactive (inclusion of a larger cohort of users 
than sufficient) and reactive strategies (maximisation of recruitment efforts) to mitigate the risks.  

Further, people might become dependent on using engAGE technology services and on social robot. 
Therefore, the consortium will make sure that participants can continue using them after the project 
ends or the consortium will help the participants to find an alternative solution. The engAGE exit 
strategy will be adaptively applied when end-users leave the project during implementation or 
concluding phases to ensure that they do not feel abandoned or lost due to the withdrawal of 
attention, technology, etc. We will analyse the situation of each end-user involved to detect if some 
individuals developed a strong dependency, and what possible problems might arise to make the 
transition as comfortable as possible.  

End-users who wish to continue using engAGE services and social after the project ends may be given 
the option to keep and continue to use them (depending on the cost and financing) or will be guided 
to an alternative solution for cognitive state self-management. In the first case, they will be also 
allowed to stay active in a group of other testers leveraging on having engAGE partner organisation 
acting as launching customer and commercialising the social robot (IRIS). In case of a participant 
getting a high dependency on the provided services and social robot for self-management and 
stimulation of cognitive function, a cautionary return to previous habits will be carried out. These kinds 
of participants will be supported by INRCA and HUG through their services in the re-adapting process. 
At the end of the project, older adults that require help for re-adapting will be provided with 
information about alternative help organisations, entities, and web pages providing support for 
cognitive care self-management. Also, they will be informed when the project results and solutions 
are available on the market.  

2.8 Ethical impact 

Ethical impact is another aspect of ethics than those which concern privacy aspects and such. For older 
adults the engAGE system provides following ethical impacts:  

a. Promotion of autonomy, dignity, and self-confidence for a longer time. 
b. Social inclusion and empowerment of their social networks in a beneficial manner for both 

parties.  
c. Enhancement of their IT literacy and self-confidence: Technology is adapted to them in 

contrast with them adapting to technology. 
d. Better access to cognitive monitoring, healthcare services and outcomes,  
e. e) Respect of their preferences, daily life, and decisions. 
f. Right to preserve dignity and self-management of health. 
g. Better monitoring for remote patients (telehealth services). 
h. Right for MCI patients to be included in decision-making processes that interest them, and  
i. Right for healthy adults to authorise who views their health data.  
j. Promotion of Ethics by Design, gender issues and inclusion.   

Also, family members are provided with:  
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a. Support on how to interact beneficially with their relatives and be informed about their 
cognitive function state, which promotes their sense of security and reassurance. 

b. Better healthcare delivery and outcomes for older adults, which means less financial, 
emotional and physical burden for them. Healthcare professionals and institutions are 
supported by better management of older adults with MCI (due to holistic monitoring and 
assessment of cognitive state), which increases their professional confidence, accuracy, 
revenues, and reputation.  

According to our ethical plan, all features provided will ensure the privacy and protection of personal 
data according to common protocols.  

2.9 Ethics management organisation 

The National (Local) Ethics Manager will monitor project ethics in the countries in which pilots will 
undergo making sure that the local regulations are respected. In particular, is responsible for:   

• Applying for ethical approvals from national ethics boards and committees, according to each 
participating country's research ethical regime, appropriate and necessary for the project's topic. 

• Making all necessary self-declarations and the like, in each participating country vis-a-vis national 
rules and regulations for data security arrangements and that of handling person (-al)/sensitive 
data, and privacy.  

A Legal, Ethical and Security Committee will be comprised of all the National (Local) Ethics Managers 
and will work with the project Steering Committee to ensure that all EU level ethics are respected and 
to harmonise potential local (national) ethics-related differences.  

The committee, presented in Table 3, will:  

1. Define the project's daily ethical guidelines (Code of Conduct) to be followed by all researchers 
and practitioners participating in the project and  

2. Ensure that researchers' interactions with end-users are ethical and best practices ethical 
management has been applied. 

Table 3: Legal, Ethical and Security Committee 

Country Name Participant 

Italy Anna Rita Bonfigli INRCA 

Norway  Riitta Hellman KRD 

Switzerland  Alexandra Villaverde HUG 
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3 European ethical guidelines 

3.1 EU and national laws, data acts, and directives 

The engAGE project will comply with all National and European regulations and legislations to 
guarantee adherence to ethical standards and will have a significant impact on users’ life ethically and 
socially. Most important is to fulfil the General Data Protection Regulation (GDPR) 2016/679 [1], which 
is a regulation in EU law on data protection and privacy for all individuals within the EU.  

3.2 AAL guidelines 

For WP2, the DoW requires Ethics by Individual [1] to be implemented in each task. Examples that 
illustrate these requirements are: 

• behaviour and awareness 

• aspects that chat can be improved for the end users  

• learning how to use the technology 

• communication about the (effects of) new technology 

• combatting digital literacy and digital divide 

• positive support to the ageing process 

• health professionals training to use the new product/service 

In the engAGE project, Ethics by Individual will be implemented in the communication with end users 
about the engAGE technology itself. This strategy leans on two main perspectives:  

• to ensure that the AAL values (Figure 1) ere embedded in the communication with end-users 
in all categories 

• to ensure that aspects such as those in the bullet list above, are well present when imple-
menting and evaluating ethics in the engAGE project 

Implementing and monitoring ethics is a shared task between all WP-leaders, the Legal, Ethical and 
Security Committee, and the task leader of Task 3.1 Code of conduct, recruitment of end-users and 
test protocol. 

 

Figure 1: The AAL ethical values. [1] 

Then implementation of ethical principles in the WPs of engAGE is fully covered in the in the project. 
This is illustrated in Table 4. 

Table 4: Implementation of the AAL ethical principles in the DoW 

Ethics principle WP1 WP2 WP3 WP4 WP5 

Ethics by Design x       x 

Ethics by Context       x x 

Ethics by Individual   x x   x 
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3.3 Partner- or country-specific ethical guidelines 

3.3.1 HUG (Switzerland) 

The Swiss ethical rules and regulations are presented in Annex 1 – national ethical guidelines [4]. 

3.3.2 INRCA (Italy) 

Ethics committees are independent bodies responsible for ensuring the protection of the rights, safety 
and well-being of trial subjects and for providing public assurance of that protection. Where not 
already assigned to specific bodies, ethics committees may also perform advisory functions in relation 
to ethical issues connected with scientific and care activities, with the aim of protecting and promoting 
the values of the person.  

The composition of ethics committees must ensure the qualifications and experience necessary to 
assess the ethical, scientific, and methodological aspects of the proposed studies. The members of the 
ethics committees must have documented knowledge and experience in clinical trials of medicinal 
products and devices medical devices and in other matters within the competence of the Ethics 
Committee. To this end ethics committees shall comprise at least:  

a) three clinicians 
b) one territorial general practitioner  
c) one paediatrician  
d) one biostatistician  
e) one pharmacologist  
f) one pharmacist from the regional health service 
g) in relation to the studies carried out at their premises, the medical director health director or 

his permanent deputy and, in the case of Institutes of scientific institutions, the scientific 
director of the institution hosting the trial 

h) an expert in legal and insurance matters or a medical doctor legal expert 
i) one expert in bioethics  
j) one representative from the area of health professions involved in the trial 
k) one representative from the voluntary sector or the association of patient protection 

associations 
l) one expert in medical devices  
m) in relation to the medical-surgical area under investigation with the medical device under 

investigation, a clinical engineer or other qualified professional figure  
n) in relation to the study of foodstuffs on humans, an expert in nutrition 
o) in relation to the study of new technical diagnostic and therapeutic procedures, invasive and 

semi-invasive, an expert clinical expert in the field 
p)  in relation to the study of genetics, an expert in genetics 

In cases of evaluations relating to areas not covered by its own members, the Ethics Committee shall 
convene, for specific consultations experts from outside the committee for specific advice.  

The investigator, the sponsor or other personnel participating in the trial, shall provide, at the request 
of the committee information on any aspect of the trial.  The investigator, the promoter or other trial 
personnel shall not participate in the decision-making, opinion and voting of the Ethics Committee 
ethics committee.  

For further details, the law that rules the Ethics Committee is presented in Annex 1 – national ethical 
guidelines and in [5].  
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3.3.3 KRD (Norway) 

In Norway, the Norwegian National Research Ethics Committees1 have established ‘General guidelines 
for research ethics. The four main principles are [3]: 

Respect. People who participate in research, as informants or otherwise, shall be treated with respect.  

Good consequences. Researchers shall seek to ensure that their activities produce good conse-
quences and that any adverse consequences are within the limits of acceptability. 

Fairness. All research projects shall be designed and implemented fairly. 

Integrity. Researchers shall comply with recognised norms and to behave responsibly, openly and 
honestly towards their colleagues and the public. 

The whole document (a “poster”) is shown in Annex 1 – national ethical guidelines. 

These guidelines define the research ethical guidelines for the Norwegian partners, in addition to the 
CoC of the engAGE project. 

 

 
1 NEM The Norwegian National Committee for Medical and Health Research Ethics  
NENT The Norwegian National Committee for Research Ethics in Science and Technology 
NESH The Norwegian National Committee for Evaluation of Research on Human Remains 
GRANSKINGSUTVALGET The Norwegian National Commission for the Investigation of Research Misconduct 
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4 Individual Data management plans 

The engAGE project organises its data management plan by project participant or by country.  

The end user organisations data management plans focus on the ethical management of user-centric 
and co-creation activities. 

The technical partners’ data management plans focus on how monitored data is stored, how data 
security is achieved, etc. 

External systems and services that will be used in the research and development work of the project, 
such as questionnaire applications, will be subject to special procedures, including privacy information 
to informants, anonymised responses as well as denial of access to other informants’ responses.  

4.1 TUC  

TUC will store and process data in its premises in Cluj-Napoca, Romania. TUC has allocated a specific 
state of the art servers for handling engAGE data which is isolated from other research and 
development activities done in other projects implemented by TUC.  

Physical security measures for protecting the data stored and processed on the server: 

● The server is in a secured area with fire protection, proper ventilation and cooling 

● Only authorized personnel have access to the server room (TUC team researchers) 

● Access in the server room is done based on secure key cards, that are kept in a locked office 

when not used. 

● The server room has an allocated alarm system which is permanently activated when 

authorized personnel are not in the room. Passwords for alarm system are known only by 

engAGE TUC personnel. 

●  The server has backup batteries for power outage. 

Logical security measures for data protection on TUC server: 

● The server HDDs use RAID techniques for backing up data in case of one HDD failure 

● The operating system is a Linux kernel is protected through authentication and authorization. 

Only engAGE TUC personnel has the credentials for accessing the OS level services. 

● The communication network uses mechanisms of comprehensive network protection against 

intrusion such as firewall and network antivirus filter. 

● Remote access to the server is possible only through secured VPN connections and only TUC 

personnel from the project have credentials and details how to access it. 

● The developed services and components will be isolated at the OS level using Docker 

containers. 

● The DB servers deployed on the physical server will be protected against intrusions using 

password authentication. DB passwords are known only by TUC engAGE personnel. 

The data handled in TUC premisses will be received in anonymised format from the end-user sites in 
Italy (INRCA), Swizerland (HUG) and Norway (KARDE). Among the IT security techniques available, data 
pseudonymisation or anonymisation is highly recommended by the GDPR regulation. Such techniques 
reduce risk and assist “data processors” in fulfilling their data compliance regulations. 

In the engAGE platform, data will be transferred using REST APIs. To secure data transmission, TUC 
will use the HTTPS protocol that uses the TLS protocol to encrypt data. Security of data access or 
transfer will be achieved using a firewall with appropriate security rules. Also, TUC data handling will 
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consider solutions that eliminate or significantly reduce the system's vulnerability to attacks as 
recommended in the Open Web Application Security Project (OWASP). 

4.2 HUG 

4.2.1 Data collection and documentation 

Existing data that will be reused in the project include responses to questionnaires, transcripts of text, 
responses to qualitative questions, video and audio files 

The project itself will generate the following types of data:  

• Translation of the questionnaires into text files in .docx format 

• Transcriptions of texts of interview. These will be produced in .xlsx and .docx format during 

the project 

• Tables and figures in .xlsx format, for the analysis of questionnaire and interview data. 

All samples on which data are collected will be prepared according to published standard protocols in 
the field. 

Quality of analytical data will be guaranteed through calibration of devices and comparison with 
internal standards. Appropriate experimental design, data recording and data validation (controls, 
randomization/blinding, sampling/replicates, experimental versus hypothesis driven-protocol) will be 
used, ensuring internal validity. 

Files will be named according to a pre-agreed convention including a short, unique identifier for the 
project, a summary of the content, the date (YYYYMMDD format) and the document version. Ex. : 

YYYYMMDD_ProjectIDX_ContentSummary_V01 

Peer review will be employed as an additional step of quality control in the form of regular supervision 
and lab meetings. 

A metadata file, entitled README, will be saved at the first level of the ’FNS Study’ folder tree. It will 
contain the following information: 

The names of the researchers who participated in the study 

• A description of the methods used to collect the data 

• The dates on which the data collection took place 

• A description of the folder structure, the types of data found in each sub-folder and the file 

naming 

• convention 

• An explanation of the headings and conventions used in the files 

• The conditions of access to the data (license), during and after the study 

4.2.2 Ethics, legal and security issues 

Data collection will be carried out within the framework of the Commission cantonal d’éthique et de 

recherche (CCER) regulations and will be validated by the CCER. 

A printed consent form will be completed by each participant in the recorded interviews. It will 
indicate precisely how and in what form the content of the interviews will be used and distributed. 

The online questionnaire will begin with a request for the participant’s consent to the use of his or 

her answers. If the participant does not give consent, it will not be possible to access the rest of the 

questionnaire. 
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All data will be anonymized in preparation for wider dissemination at the end of the study. If, for any 
reason, it is not possible to anonymize part of the data, it will not be disseminated. 

The main risks to data security are loss or corruption of electronic data. Data will be safeguarded by 
the following measures: 

1. Data will be recorded in electronic form that is backed up daily to secure against loss or 

damage of the notebook. 

2. Access to electronic data (prior to publication) will be limited to the members of the research 

group and relevant collaborators via limiting access to shared drives on the Hospital server. 

3. Access to laboratories and offices are controlled by card access to reduce the likelihood of 

malicious loss/damage; all computers used in this project will run Standard Staff Desktop, 

whereby firewalls and antivirus software are automatically upgraded; staff will lock their 

workstation whenever they are away from it. 

The ownership of the data will be established by an agreement to define exactly who will be the owner 
between the HUG and the University Hoseo. 

The data will be freely shared under CC0 or CC BY license after anonymisation. 

4.2.3 Data storage and preservation 

During the search, the file described in point 1.2 will be saved on the hard disk of the IP’s workstation. 
It will be backed up: 

• weekly on an external hard disk, stored in a locked drawer on the same desk; this backup will 

be done by the PI 

• daily on the HUG NAS server, following an automatic procedure 

• Printed consent forms will also be kept in the locked drawer of the office 

The audio recordings of the interviews and their transcriptions will be kept in .wav and .pdf format for 
a minimum period of 10 years on a HUG archive server, access to which will be limited to persons 
authorized by the PI. 

The consent forms will be kept for 10 years in the same locked drawer. 

The interview summaries and the results of the questionnaires, after anonymization, will be 
distributed with a CC-BY license, in .csv format. 

Data that cannot be anonymized will not be disseminated. 

4.2.4 Data sharing and reuse 

The data will be shared in open access on Yareta, the data repository of the University of Geneva. 

The indication that the data are accessible there, and their DOI, will be mentioned in the publication, 
allowing easy location of the data. 

The data will be accompanied by the README metadata file described in point 1.3. 

A CC0 license will be assigned. The data will be kept for at least 10 years after the last access. 

All sensitive data will undergo an internal data anonymization process following the guidelines of the 
University Hospital of Basel (USB). 

All data associated to a publication will be made available at the time of publication. 

All digital repositories I will choose are conform to the FAIR Data Principles. 

We will choose digital repositories maintained by a non-profit organisation. 
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4.3 INRCA 

The Italian National Institute for Health and Sciences on Ageing (IRCCS INRCA) will help regarding end-

users' involvement. The aim of INRCA is involving Italian end-users during all important phases of the 

project to get insights about end users’ perspective to be shared with all the project partners. 

Furthermore, INRCA will lead the evaluation part of the research project to assess the impact of 

engAGE on end users’ life. 

4.3.1 Data collection and documentation 

Data collected through co-creation and evaluation phases with end-users will all be collected 

anonymously and shared with technical partners of the University of Cluj-Napoca (coordinator, 

Romania), to HUG (responsible for end-users' studies in Switzerland) and Karde AS (responsible for 

end-users' studies in Norway). The aim of the data sharing is to develop an improved technology 

solution which will grasp the end-users' conditions and needs by helping them to stabilize or empower 

their cognitive abilities. 

Existing data that will be reused in the project include responses to questionnaires, transcripts of text, 
responses to qualitative questions, video and pictures taken during interviews (only if the publication 
consent is signed by the represented users). 

The project itself will generate the following types of data:  

• Translation of the questionnaires into text files in .docx format (also printed) 

• Transcriptions of texts of interview. These will be produced in .xlsx and .docx format during 

the project 

• Tables and figures in .xlsx format, for the analysis of questionnaire and interview data 

• Pictures in .jpg and .png format and videos in .mp4 format taken during WP2 and WP4 tasks. 

All samples on which data are collected will be prepared according to published standard protocols in 
the field. Every data collection will report the name of the interviewer and the date. The name of the 
participant will be coded (e.g. SMCI_IT_01 will stand for senior – italy – number 1). 

The deliverable where data is published will also report the following information: 

• The names and the role of the researchers who participated in the study 

• A description of the methods used to collect the data 

• The dates on which the data collection took place 

• An explanation of the headings and conventions used in the files 

 

4.3.2 Ethics, legal and security issues 

To involve end-users, we will contact associations or INRCA patients by clearly informing them on the 

stages of the research, the aim, the purpose targeted in order for them to give a fully consent. The 

study has no risks identified, end-users will be shielded from any intrusive or unnecessary questions 

as far as the projects (one and only) technology goal is concerned. 

INRCA will be the responsible partner for collecting and creating the aggregated Italian data for the 

consortium. Following aspects cover our data management approach: 
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As an Italian institution, INRCA applies to the European General Data Protection Regulation (GDPR EU 

2016/679). Due to that: 

• All individual data sheets of the end-user participating in the tests and trials will be coded and 

not include any information allowing the participant’s identification (anonymization of data); 

• INRCA will not keep these data over time neither electronic nor on paper; 

• INRCA data sheets with interview data will be destroyed when no needed anymore (end of 

project or publications); 

• Data will be recorded in electronic form that is backed up daily to secure against loss or 

damage of the notebook; 

• Access to electronic data (prior to publication) will be limited to the members of the research 

group; 

Contact person for data management at IRCCS INRCA is Dr. Roberta Bevilacqua. 

4.4 Tellu 

Tellu provides the service for Remote patient monitoring, which includes a backend with data storage, 

web application for management and mobile application for end users. The service for Remote patient 

monitoring from Tellu has been developed according to the principles of data protection by design. 

The following data management plan is adopted from the service’s privacy policy. It is directed at the 

end user of the system and explains how data privacy is ensured. In the engAGE project, the roles of 

health organization and health service will be played by either the engAGE consortium as a whole or 

a project partner. 

4.4.1 The purpose of processing personal data 

Remote patient monitoring is a service for people who receive health care from a health organization, 

such as a municipality, a hospital or a GP, and gives you an easy and safe opportunity to keep health 

personnel continuously updated on general health, special symptoms and other relevant health 

information. You as a patient will have an agreement with the health organization about use of the 

service. 

4.4.2 Legal authority for the processing of personal data  

The following laws regulate which personal data that can be processed and conditions for processing:  

• The Health- and care services Act and the Specialist health services Act give the individual the 

right to receive healthcare from public health services, and the municipalities and the 

specialist health service have a duty to provide health care to the individual. 

• The health personnel Act requires healthcare personnel to document the healthcare given in 

medical records.  

• The Patient Records Act requires health services to give healthcare personnel access to 

necessary information of good quality about the patient, as well as ensuring the patient’s and 

users’ privacy, patient safety and the right to information and participation.   

• The Personal data Act and the General Data Protection Regulation (GDPR) impose the health 

service (Data controller) and suppliers (Data processors) for sound management of personal 

data, and give the individual patient (the data subject) a number of rights, including the right 

to access registered personal data, as well as correction and deletion of their data.   
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• The Patient and user rights Act gives the individual the right to access information that is 

necessary to gain insight into their health condition and content of the health care provided. 

4.4.3 Responsible for data processing  

The health service is responsible for providing health services to its inhabitants/patients and is data 

responsible for all processing of personal data related to the service. The data responsibility entails 

the responsibility for control measures to ensure that no one has unauthorized access to the personal 

data. 

4.4.4 Processing of personal data 

The following describes at a general level how personal data is processed: 

• You log in using a secure authentication server. Neither the healthcare service nor Tellu has 

access to your password or PIN code. 

• No personal data is stored on your mobile phone/tablet.   

• No personal data is stored on the health personnel’s PC/tablet.  

• All communication towards the service's central data solution is encrypted. 

• All personal data is stored in Norway, encrypted in the health service' health archive at Tellu 

on behalf of the health service. 

• Personal data is stored in the service's central data solution until the health service decides 

that it should be deleted. 

4.4.5 Tellu’s responsibility as supplier and data processor 

Tellu is the health service's supplier of software and performs the role of Data Processor in accordance 

with the data processor agreement between Tellu and the health service. Tellu has developed the 

service and performs ongoing maintenance and operational services, but has no access to personal 

information unless the health service submits a written request for technical assistance. 

4.4.6 Tellu’s subcontractor 

Microsoft Azure – owns and operates data center, hardware and backups. Does not have access to 

personal data. 

4.4.7 Report deviation 

If you suspect unfortunate or problematic processing of personal data in the service, you must report 

deviations directly to the health service that is responsible for the health care where this service is 

included. The health service will then initiate actions that are necessary to investigate and close 

deviations. 

4.5 Karde 

Karde provides the communication platform Memas. 

4.5.1 The purpose of processing personal data 

Memas is a tool to help a person with MCI to master his/her life by providing several services: 

• reminders in the form of calendar appointments 

• step by step instructions for daily living in the form of instruction videos or series of images 

• memories in the form of photo albums or videos 
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• social engagements in the form of video communication with friends and family  

There are two categories of Memas users:  

1. secondary users, caregivers, carers 

2. primary users, seniors, persons with MCI 

Secondary users configure the Memas system for the primary users. 

4.5.2 Data collected and generated by Memas 

Memas collects information which concern the users of the engAGE system.  

Data collected for secondary users:  

• name, address, e-mail, telephone number, language 

Data generated by secondary users to the benefit of the primary user: 

• calendar information for the primary user 

• photo albums for primary users 

• instruction videos for primary users 

• memory games based on photos from albums 

Data collected for primary users: 

• name, address, e-mail, telephone number, language (entered by the secondary user) 

• Questionnaire responses, time to complete the questionnaire 

• Time to complete memory game, number of attempts, size of memory game 

Information about Questionnaire responses are conveyed to TUC by a REST API. 

Information about cognitive assessments are received from TUC by a REST API. 

These data will concern only the end user experience that report the engAGE prototype’s usability and 

accessibility in different stages of maturity of the engAGE software/hardware. No information of 

diagnoses or medication concerning MCI or dementia will be asked for or stored. 

The end user participants will therefore be shielded from any intrusive or unnecessary questions as 

far as the project’s (one and only) technology goal is concerned. 
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4.5.3 Processing of personal data 

 

Memas is a web application consisting of two services: 

1. For the secondary user: The Memas adminweb (https://adminweb.eu)  

2. For the primary user: The Memas app (https://memas.app)  

The set up is as shown in the figure above. 

• All personal data is stored in Google Cloud in Helsinki, Finland 

• You log in using a secure authentication server. Karde has no access no to your password or 

PIN code. 

• No personal Memas data is stored on the mobile phone/tablet/PC or Mac of the secondary 

or primary user 

• All communication towards the service's central data solution is encrypted. 

4.5.4 Karde’s responsibility as supplier and data processor 

Karde is the supplier of the Memas software and performs the role of Data Processor. Karde has 

developed the Memas service and performs ongoing maintenance and operational services, but has 

no access to personal information unless the secondary user submits a written request for technical 

assistance. 

4.5.5 Karde’s subcontractor 

Google Cloud, Helsinki, Finland – owns and operates data centre, hardware and backups. Google Cloud 

does not have access to personal data. 

4.6 IRIS Robotics 

During the research and development  phases  of  the  project lifetime each  technical  partner  will 
provide its own  infrastructure  for  hosting  the developed  components, processing, and  storing 
personal data collected through the engage platform in Romania and Norway into Iris, TUC, Tellu and 
KARDE premises. After  the  end  of  the  project when  exploitation,  IP and. business  plans  will  be 

https://adminweb.eu/
https://memas.app/
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established it will be decided how hosting and data storage will be managed under a live production 
environment. Thus, a critical area of security is the servers (cloud or on-premises) where the solutions 
will be deployed, or on which data will be stored. These need to be provided with physical and logical 
protection. 

All the personalized interaction scenarios which will be created during the project will be implemented 
according to the data and analysis provided by the end-user partners.  

Data and content available on robot will define the storytelling scenario with the patience and are 
stored on cloud. Thus, the available content of the robot will be created based on the feedback of 
patients collected by the end-user partners and we will not collect any personal data of the end-user.  

Regarding the installation and upgrades of Android app which will be created, the app will be 
downloaded by each end-user partner directly on the robot and for new updates and improvements 
we will send APK through Command Center to the end-user.  

Among the IT security  techniques  available, data pseudonymization or anonymizations highly 
recommended by the GDPR regulation. Such techniques reduce risk and assist “data processors” in 
fulfilling  their  data  compliance  regulations. In the engAGE platform, data will be transferred using 
REST APIs.  
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5 Data privacy & security in the IT solution 

In the case of the engAGE project, a critical area of security is the servers (cloud or on-premises) where 
the solutions will be deployed, or on which data will be stored. For the cloud environment (e.g. 
Microsoft’s Azure cloud platform), the high security requirements of ISO 27001 are used and assured 
by the cloud provider. For on premises data storage (e.g. TUC servers) the specific security principles 
are employed by each partner (see individual DMP sections). 

In engAGE different types of databases are used for storing data. The different database servers are 
either cloud based (e.g. Firebase) or on premisses (e.g. MySql, Cassandra). In both situations the 
database servers assure state of the art DB security principles by default:   

• password storage encryption - database user passwords are stored as MD5 hashes;   

• encryption for Specific Columns - allows certain fields to be stored encrypted; this is useful if 

only some of the data is sensitive;   

• data partition encryption - an entire file system partition can be encrypted on disk, and 

decrypted by the operating system.   

• encrypting data across a network - TLS connections can encrypt all data sent across the 

network: the password, the queries, and the data returned.   

In the designed solution, data will be transferred using REST APIs. To secure data transmission, the 
following principles will be used: 

• Usage of strong mechanisms to guarantee the protection of transmitted data, their integrity, 

confidentiality and non-repudiation (e.g., TLS – Transport Layer Security): we are using HTTPS 

which is based on TLS for data flow in the integrated prototype. 

• Usage of authentication and authorization mechanisms for each platform service; for the first 

prototype authentication and authorization are used at service level, for the next prototype 

will be assured at platform level through the usage of advanced mechanisms such as OAuth. 

• The development of web dashboards for the prototype is strictly following Open Web 

Application Security Project (OWASP) guidelines since we employ web frameworks for this 

process and they follow these guidelines. 

Regarding types of data that will be stored in a secure manner in cloud or on-premises environment:  

• credentials (usernames, passwords, email addresses and similar security information used for 

authentication and account access in different services of the platform such as Tellu Dialog 

app, Fitbit application, Memas, Pepper tablet, etc.);  

• personal data such as first name, last name, gender, age, weight, height, email address, 

contact address, phone number, etc. of older adults' end-users in different services of the 

platform;   

• answer to specific questions in self-assessment questioners (Memas);  

• games scores from the Pepper applications;  

• all measurements and monitored parameters regarding activities of daily living gathered 

through the monitoring infrastructure in the Tellu platform storage;  
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Regarding third party data all data acquired through and stored in third party systems, such as Fitbit 

are subject to the policies of the third party, which have been clarified to all participants. Fitbit cloud 

is GDPR compliant and uses high security measures for data storage. 

In the engAGE testing and evaluation phase, the following data will be processed using anonymization 
techniques:   

• monitored activity data collected with Fitbit through Tellu platform;  

• information and results from MEMAS questionnaires;  

• cognitive games scores for Pepper robot; 

• any information the end-users decide to share through discussions / interviews as well as data 

providing feedback from trials.  

 
 

 

 
 



   
 
 

 

28 
D2.4 v1.0 

6 References 

[1] C. Dantas et. al.: AAL Guidelines for Ethics, Data Privacy and Security. http://www.aal-
europe.eu/wp-content/uploads/2020/08/AAL-guidelines-for-ethics-final-V2.pdf 

[2] https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679  
[3] Norwegian National Research Ethics Committees: General guidelines for research ethics. 

https://www.forskningsetikk.no/en/guidelines/general-guidelines/  
[4] https://swissethics.ch/en/  
[5] https://www.gazzettaufficiale.it/eli/id/2013/04/24/13A03474/sg  

 

http://www.aal-europe.eu/wp-content/uploads/2020/08/AAL-guidelines-for-ethics-final-V2.pdf
http://www.aal-europe.eu/wp-content/uploads/2020/08/AAL-guidelines-for-ethics-final-V2.pdf
https://eur-lex.europa.eu/legal-content/EN/TXT/PDF/?uri=CELEX:32016R0679
https://www.forskningsetikk.no/en/guidelines/general-guidelines/
https://swissethics.ch/en/
https://www.gazzettaufficiale.it/eli/id/2013/04/24/13A03474/sg


   
 
 

 

29 
D2.4 v1.0 

Annex 1 – national ethical guidelines 
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Norway 
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Switzerland 
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Annex 2 – registration letter 

 

 


